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| **Project : Mercedes-Benz Greener Manufacturing** |

**By: Prashanth Teja Jamallamudi**

**DESCRIPTION:**

Reduce the time a Mercedes-Benz spends on the test bench.

Problem Statement Scenario:  
Since the first automobile, the Benz Patent Motor Car in 1886, Mercedes-Benz has stood for important automotive innovations. These include the passenger safety cell with a crumple zone, the airbag, and intelligent assistance systems. Mercedes-Benz applies for nearly 2000 patents per year, making the brand the European leader among premium carmakers. Mercedes-Benz is the leader in the premium car industry. With a huge selection of features and options, customers can choose the customized Mercedes-Benz of their dreams.

To ensure the safety and reliability of every unique car configuration before they hit the road, the company’s engineers have developed a robust testing system. As one of the world’s biggest manufacturers of premium cars, safety and efficiency are paramount on Mercedes-Benz’s production lines. However, optimizing the speed of their testing system for many possible feature combinations is complex and time-consuming without a powerful algorithmic approach.

You are required to reduce the time that cars spend on the test bench. Others will work with a dataset representing different permutations of features in a Mercedes-Benz car to predict the time it takes to pass testing. Optimal algorithms will contribute to faster testing, resulting in lower carbon dioxide emissions without reducing Mercedes-Benz’s standards.

Following actions should be performed:

* If for any column(s), the variance is equal to zero, then you need to remove those variable(s).
* Check for null and unique values for test and train sets.
* Apply label encoder.
* Perform dimensionality reduction.
* Predict your test\_df values using XGBoost.

[{"metadata":{"trusted":true},"cell\_type":"code","source":"import pandas as pd\nimport numpy as np\nimport matplotlib.pyplot as plt\nfrom matplotlib import style\nimport seaborn as sns\n%matplotlib inline","execution\_count":1352,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"import warnings\nwarnings.filterwarnings('ignore')","execution\_count":1353,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train =pd.read\_csv(\"D:\\\\Simplilearn\\\\ML\\\\Benz\\\\train.csv\")","execution\_count":1354,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train.head()","execution\_count":1355,"outputs":[{"output\_type":"execute\_result","execution\_count":1355,"data":{"text/plain":" ID y X0 X1 X2 X3 X4 X5 X6 X8 ... X375 X376 X377 X378 X379 \\\n0 0 130.81 k v at a d u j o ... 0 0 1 0 0 \n1 6 88.53 k t av e d y l o ... 1 0 0 0 0 \n2 7 76.26 az w n c d x j x ... 0 0 0 0 0 \n3 9 80.62 az t n f d x l e ... 0 0 0 0 0 \n4 13 78.02 az v n f d h d n ... 0 0 0 0 0 \n\n X380 X382 X383 X384 X385 \n0 0 0 0 0 0 \n1 0 0 0 0 0 \n2 0 1 0 0 0 \n3 0 0 0 0 0 \n4 0 0 0 0 0 \n\n[5 rows x 378 columns]","text/html":"

\n\n \n \n ID\n y\n X0\n X1\n X2\n X3\n X4\n X5\n X6\n X8\n ...\n X375\n X376\n X377\n X378\n X379\n X380\n X382\n X383\n X384\n X385\n \n \n \n \n 0\n 0\n 130.81\n k\n v\n at\n a\n d\n u\n j\n o\n ...\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 1\n 6\n 88.53\n k\n t\n av\n e\n d\n y\n l\n o\n ...\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 2\n 7\n 76.26\n az\n w\n n\n c\n d\n x\n j\n x\n ...\n 0\n 0\n 0\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n \n \n 3\n 9\n 80.62\n az\n t\n n\n f\n d\n x\n l\n e\n ...\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 4\n 13\n 78.02\n az\n v\n n\n f\n d\n h\n d\n n\n ...\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n\n
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"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train.dtypes.value\_counts()","execution\_count":1356,"outputs":[{"output\_type":"execute\_result","execution\_count":1356,"data":{"text/plain":"int64 369\nobject 8\nfloat64 1\ndtype: int64"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train.head()","execution\_count":1359,"outputs":[{"output\_type":"execute\_result","execution\_count":1359,"data":{"text/plain":" ID y X0 X1 X2 X3 X4 X5 X6 X8 ... X375 X376 X377 X378 X379 \\\n0 0 130.81 k v at a d u j o ... 0 0 1 0 0 \n1 6 88.53 k t av e d y l o ... 1 0 0 0 0 \n2 7 76.26 az w n c d x j x ... 0 0 0 0 0 \n3 9 80.62 az t n f d x l e ... 0 0 0 0 0 \n4 13 78.02 az v n f d h d n ... 0 0 0 0 0 \n\n X380 X382 X383 X384 X385 \n0 0 0 0 0 0 \n1 0 0 0 0 0 \n2 0 1 0 0 0 \n3 0 0 0 0 0 \n4 0 0 0 0 0 \n\n[5 rows x 378 columns]","text/html":"

\n\n \n \n ID\n y\n X0\n X1\n X2\n X3\n X4\n X5\n X6\n X8\n ...\n X375\n X376\n X377\n X378\n X379\n X380\n X382\n X383\n X384\n X385\n \n \n \n \n 0\n 0\n 130.81\n k\n v\n at\n a\n d\n u\n j\n o\n ...\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 1\n 6\n 88.53\n k\n t\n av\n e\n d\n y\n l\n o\n ...\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 2\n 7\n 76.26\n az\n w\n n\n c\n d\n x\n j\n x\n ...\n 0\n 0\n 0\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n \n \n 3\n 9\n 80.62\n az\n t\n n\n f\n d\n x\n l\n e\n ...\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 4\n 13\n 78.02\n az\n v\n n\n f\n d\n h\n d\n n\n ...\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n\n
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"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"#benz\_train.ID.shape","execution\_count":1360,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"#seperating catageory and numerical data into different data frames","execution\_count":null,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_cat = benz\_train.select\_dtypes(exclude=[\"float64\",\"int64\"])\nbenz\_train\_cat.head()","execution\_count":1361,"outputs":[{"output\_type":"execute\_result","execution\_count":1361,"data":{"text/plain":" X0 X1 X2 X3 X4 X5 X6 X8\n0 k v at a d u j o\n1 k t av e d y l o\n2 az w n c d x j x\n3 az t n f d x l e\n4 az v n f d h d n","text/html":"

\n\n \n \n X0\n X1\n X2\n X3\n X4\n X5\n X6\n X8\n \n \n \n \n 0\n k\n v\n at\n a\n d\n u\n j\n o\n \n \n 1\n k\n t\n av\n e\n d\n y\n l\n o\n \n \n 2\n az\n w\n n\n c\n d\n x\n j\n x\n \n \n 3\n az\n t\n n\n f\n d\n x\n l\n e\n \n \n 4\n az\n v\n n\n f\n d\n h\n d\n n\n \n \n\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_int = benz\_train.select\_dtypes(include=[\"float64\",\"int64\"])\nbenz\_train\_int.head()","execution\_count":1362,"outputs":[{"output\_type":"execute\_result","execution\_count":1362,"data":{"text/plain":" ID y X10 X11 X12 X13 X14 X15 X16 X17 ... X375 X376 X377 \\\n0 0 130.81 0 0 0 1 0 0 0 0 ... 0 0 1 \n1 6 88.53 0 0 0 0 0 0 0 0 ... 1 0 0 \n2 7 76.26 0 0 0 0 0 0 0 1 ... 0 0 0 \n3 9 80.62 0 0 0 0 0 0 0 0 ... 0 0 0 \n4 13 78.02 0 0 0 0 0 0 0 0 ... 0 0 0 \n\n X378 X379 X380 X382 X383 X384 X385 \n0 0 0 0 0 0 0 0 \n1 0 0 0 0 0 0 0 \n2 0 0 0 1 0 0 0 \n3 0 0 0 0 0 0 0 \n4 0 0 0 0 0 0 0 \n\n[5 rows x 370 columns]","text/html":"

\n\n \n \n ID\n y\n X10\n X11\n X12\n X13\n X14\n X15\n X16\n X17\n ...\n X375\n X376\n X377\n X378\n X379\n X380\n X382\n X383\n X384\n X385\n \n \n \n \n 0\n 0\n 130.81\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 1\n 6\n 88.53\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 2\n 7\n 76.26\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 1\n ...\n 0\n 0\n 0\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n \n \n 3\n 9\n 80.62\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 4\n 13\n 78.02\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n\n

5 rows × 370 columns
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"},"metadata":{}}]},{"metadata":{},"cell\_type":"markdown","source":"# If for any column(s), the variance is equal to zero, then you need to remove those variable(s)."},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_int\_var = pd.DataFrame(benz\_train\_int.var(axis=0),columns=['Variance'])","execution\_count":1363,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_int\_var.head()","execution\_count":1364,"outputs":[{"output\_type":"execute\_result","execution\_count":1364,"data":{"text/plain":" Variance\nID 5.941936e+06\ny 1.607667e+02\nX10 1.313092e-02\nX11 0.000000e+00\nX12 6.945713e-02","text/html":"

\n\n \n \n Variance\n \n \n \n \n ID\n 5.941936e+06\n \n \n y\n 1.607667e+02\n \n \n X10\n 1.313092e-02\n \n \n X11\n 0.000000e+00\n \n \n X12\n 6.945713e-02\n \n \n\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"#Dropping the columns with variance is == 0\nbenz\_train\_int\_var\_dropped = benz\_train\_int.drop(columns=benz\_train\_int\_var[benz\_train\_int\_var.Variance==0].index)","execution\_count":1365,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_int\_var[benz\_train\_int\_var.Variance==0] # 12 columns with variance ==0","execution\_count":1366,"outputs":[{"output\_type":"execute\_result","execution\_count":1366,"data":{"text/plain":" Variance\nX11 0.0\nX93 0.0\nX107 0.0\nX233 0.0\nX235 0.0\nX268 0.0\nX289 0.0\nX290 0.0\nX293 0.0\nX297 0.0\nX330 0.0\nX347 0.0","text/html":"

\n\n \n \n Variance\n \n \n \n \n X11\n 0.0\n \n \n X93\n 0.0\n \n \n X107\n 0.0\n \n \n X233\n 0.0\n \n \n X235\n 0.0\n \n \n X268\n 0.0\n \n \n X289\n 0.0\n \n \n X290\n 0.0\n \n \n X293\n 0.0\n \n \n X297\n 0.0\n \n \n X330\n 0.0\n \n \n X347\n 0.0\n \n \n\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_int\_var\_dropped.head()","execution\_count":1367,"outputs":[{"output\_type":"execute\_result","execution\_count":1367,"data":{"text/plain":" ID y X10 X12 X13 X14 X15 X16 X17 X18 ... X375 X376 X377 \\\n0 0 130.81 0 0 1 0 0 0 0 1 ... 0 0 1 \n1 6 88.53 0 0 0 0 0 0 0 1 ... 1 0 0 \n2 7 76.26 0 0 0 0 0 0 1 0 ... 0 0 0 \n3 9 80.62 0 0 0 0 0 0 0 0 ... 0 0 0 \n4 13 78.02 0 0 0 0 0 0 0 0 ... 0 0 0 \n\n X378 X379 X380 X382 X383 X384 X385 \n0 0 0 0 0 0 0 0 \n1 0 0 0 0 0 0 0 \n2 0 0 0 1 0 0 0 \n3 0 0 0 0 0 0 0 \n4 0 0 0 0 0 0 0 \n\n[5 rows x 358 columns]","text/html":"

\n\n \n \n ID\n y\n X10\n X12\n X13\n X14\n X15\n X16\n X17\n X18\n ...\n X375\n X376\n X377\n X378\n X379\n X380\n X382\n X383\n X384\n X385\n \n \n \n \n 0\n 0\n 130.81\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 1\n ...\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 1\n 6\n 88.53\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 1\n ...\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 2\n 7\n 76.26\n 0\n 0\n 0\n 0\n 0\n 0\n 1\n 0\n ...\n 0\n 0\n 0\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n \n \n 3\n 9\n 80.62\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 4\n 13\n 78.02\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n\n

5 rows × 358 columns

\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_int\_var\_dropped.describe() #just to check the distribution of the Y variable","execution\_count":1368,"outputs":[{"output\_type":"execute\_result","execution\_count":1368,"data":{"text/plain":" ID y X10 X12 X13 \\\ncount 4209.000000 4209.000000 4209.000000 4209.000000 4209.000000 \nmean 4205.960798 100.669318 0.013305 0.075077 0.057971 \nstd 2437.608688 12.679381 0.114590 0.263547 0.233716 \nmin 0.000000 72.110000 0.000000 0.000000 0.000000 \n25% 2095.000000 90.820000 0.000000 0.000000 0.000000 \n50% 4220.000000 99.150000 0.000000 0.000000 0.000000 \n75% 6314.000000 109.010000 0.000000 0.000000 0.000000 \nmax 8417.000000 265.320000 1.000000 1.000000 1.000000 \n\n X14 X15 X16 X17 X18 ... \\\ncount 4209.000000 4209.000000 4209.000000 4209.000000 4209.000000 ... \nmean 0.428130 0.000475 0.002613 0.007603 0.007840 ... \nstd 0.494867 0.021796 0.051061 0.086872 0.088208 ... \nmin 0.000000 0.000000 0.000000 0.000000 0.000000 ... \n25% 0.000000 0.000000 0.000000 0.000000 0.000000 ... \n50% 0.000000 0.000000 0.000000 0.000000 0.000000 ... \n75% 1.000000 0.000000 0.000000 0.000000 0.000000 ... \nmax 1.000000 1.000000 1.000000 1.000000 1.000000 ... \n\n X375 X376 X377 X378 X379 \\\ncount 4209.000000 4209.000000 4209.000000 4209.000000 4209.000000 \nmean 0.318841 0.057258 0.314802 0.020670 0.009503 \nstd 0.466082 0.232363 0.464492 0.142294 0.097033 \nmin 0.000000 0.000000 0.000000 0.000000 0.000000 \n25% 0.000000 0.000000 0.000000 0.000000 0.000000 \n50% 0.000000 0.000000 0.000000 0.000000 0.000000 \n75% 1.000000 0.000000 1.000000 0.000000 0.000000 \nmax 1.000000 1.000000 1.000000 1.000000 1.000000 \n\n X380 X382 X383 X384 X385 \ncount 4209.000000 4209.000000 4209.000000 4209.000000 4209.000000 \nmean 0.008078 0.007603 0.001663 0.000475 0.001426 \nstd 0.089524 0.086872 0.040752 0.021796 0.037734 \nmin 0.000000 0.000000 0.000000 0.000000 0.000000 \n25% 0.000000 0.000000 0.000000 0.000000 0.000000 \n50% 0.000000 0.000000 0.000000 0.000000 0.000000 \n75% 0.000000 0.000000 0.000000 0.000000 0.000000 \nmax 1.000000 1.000000 1.000000 1.000000 1.000000 \n\n[8 rows x 358 columns]","text/html":"

\n\n \n \n ID\n y\n X10\n X12\n X13\n X14\n X15\n X16\n X17\n X18\n ...\n X375\n X376\n X377\n X378\n X379\n X380\n X382\n X383\n X384\n X385\n \n \n \n \n count\n 4209.000000\n 4209.000000\n 4209.000000\n 4209.000000\n 4209.000000\n 4209.000000\n 4209.000000\n 4209.000000\n 4209.000000\n 4209.000000\n ...\n 4209.000000\n 4209.000000\n 4209.000000\n 4209.000000\n 4209.000000\n 4209.000000\n 4209.000000\n 4209.000000\n 4209.000000\n 4209.000000\n \n \n mean\n 4205.960798\n 100.669318\n 0.013305\n 0.075077\n 0.057971\n 0.428130\n 0.000475\n 0.002613\n 0.007603\n 0.007840\n ...\n 0.318841\n 0.057258\n 0.314802\n 0.020670\n 0.009503\n 0.008078\n 0.007603\n 0.001663\n 0.000475\n 0.001426\n \n \n std\n 2437.608688\n 12.679381\n 0.114590\n 0.263547\n 0.233716\n 0.494867\n 0.021796\n 0.051061\n 0.086872\n 0.088208\n ...\n 0.466082\n 0.232363\n 0.464492\n 0.142294\n 0.097033\n 0.089524\n 0.086872\n 0.040752\n 0.021796\n 0.037734\n \n \n min\n 0.000000\n 72.110000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n ...\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n \n \n 25%\n 2095.000000\n 90.820000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n ...\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n \n \n 50%\n 4220.000000\n 99.150000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n ...\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n \n \n 75%\n 6314.000000\n 109.010000\n 0.000000\n 0.000000\n 0.000000\n 1.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n ...\n 1.000000\n 0.000000\n 1.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n 0.000000\n \n \n max\n 8417.000000\n 265.320000\n 1.000000\n 1.000000\n 1.000000\n 1.000000\n 1.000000\n 1.000000\n 1.000000\n 1.000000\n ...\n 1.000000\n 1.000000\n 1.000000\n 1.000000\n 1.000000\n 1.000000\n 1.000000\n 1.000000\n 1.000000\n 1.000000\n \n \n\n

8 rows × 358 columns

\n
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\n\n \n \n y\n \n \n \n \n 0\n 99.15\n \n \n 1\n 88.53\n \n \n 2\n 76.26\n \n \n 3\n 80.62\n \n \n 4\n 78.02\n \n \n\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_int\_var\_dropped\_y = benz\_train\_int\_var\_dropped.drop([\"y\"], axis=1)","execution\_count":1376,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_int\_var\_dropped\_y.head()","execution\_count":1377,"outputs":[{"output\_type":"execute\_result","execution\_count":1377,"data":{"text/plain":" ID X10 X12 X13 X14 X15 X16 X17 X18 X19 ... X375 X376 X377 \\\n0 0 0 0 1 0 0 0 0 1 0 ... 0 0 1 \n1 6 0 0 0 0 0 0 0 1 0 ... 1 0 0 \n2 7 0 0 0 0 0 0 1 0 0 ... 0 0 0 \n3 9 0 0 0 0 0 0 0 0 0 ... 0 0 0 \n4 13 0 0 0 0 0 0 0 0 0 ... 0 0 0 \n\n X378 X379 X380 X382 X383 X384 X385 \n0 0 0 0 0 0 0 0 \n1 0 0 0 0 0 0 0 \n2 0 0 0 1 0 0 0 \n3 0 0 0 0 0 0 0 \n4 0 0 0 0 0 0 0 \n\n[5 rows x 357 columns]","text/html":"

\n\n \n \n ID\n X10\n X12\n X13\n X14\n X15\n X16\n X17\n X18\n X19\n ...\n X375\n X376\n X377\n X378\n X379\n X380\n X382\n X383\n X384\n X385\n \n \n \n \n 0\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 1\n 0\n ...\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 1\n 6\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 1\n 0\n ...\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 2\n 7\n 0\n 0\n 0\n 0\n 0\n 0\n 1\n 0\n 0\n ...\n 0\n 0\n 0\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n \n \n 3\n 9\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 4\n 13\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n\n

5 rows × 357 columns

\n

"},"metadata":{}}]},{"metadata":{},"cell\_type":"markdown","source":"# Apply label encoder."},{"metadata":{"trusted":true},"cell\_type":"code","source":"#Lable encoder for catagorical data\nfrom sklearn import preprocessing\nlabel\_encoder = preprocessing.LabelEncoder()","execution\_count":1382,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_cat.head()","execution\_count":1383,"outputs":[{"output\_type":"execute\_result","execution\_count":1383,"data":{"text/plain":" X0 X1 X2 X3 X4 X5 X6 X8\n0 k v at a d u j o\n1 k t av e d y l o\n2 az w n c d x j x\n3 az t n f d x l e\n4 az v n f d h d n","text/html":"

\n\n \n \n X0\n X1\n X2\n X3\n X4\n X5\n X6\n X8\n \n \n \n \n 0\n k\n v\n at\n a\n d\n u\n j\n o\n \n \n 1\n k\n t\n av\n e\n d\n y\n l\n o\n \n \n 2\n az\n w\n n\n c\n d\n x\n j\n x\n \n \n 3\n az\n t\n n\n f\n d\n x\n l\n e\n \n \n 4\n az\n v\n n\n f\n d\n h\n d\n n\n \n \n\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_cat\_LE =benz\_train\_cat.apply(LabelEncoder().fit\_transform) #Applying lable encoder on catageorical data","execution\_count":1384,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_cat\_LE.head()","execution\_count":1385,"outputs":[{"output\_type":"execute\_result","execution\_count":1385,"data":{"text/plain":" X0 X1 X2 X3 X4 X5 X6 X8\n0 32 23 17 0 3 24 9 14\n1 32 21 19 4 3 28 11 14\n2 20 24 34 2 3 27 9 23\n3 20 21 34 5 3 27 11 4\n4 20 23 34 5 3 12 3 13","text/html":"

\n\n \n \n X0\n X1\n X2\n X3\n X4\n X5\n X6\n X8\n \n \n \n \n 0\n 32\n 23\n 17\n 0\n 3\n 24\n 9\n 14\n \n \n 1\n 32\n 21\n 19\n 4\n 3\n 28\n 11\n 14\n \n \n 2\n 20\n 24\n 34\n 2\n 3\n 27\n 9\n 23\n \n \n 3\n 20\n 21\n 34\n 5\n 3\n 27\n 11\n 4\n \n \n 4\n 20\n 23\n 34\n 5\n 3\n 12\n 3\n 13\n \n \n\n

"},"metadata":{}}]},{"metadata":{},"cell\_type":"raw","source":"Now the data is clean after Scaling the numerical data,Label encoding for catageorical data, null & unique value treatment -\ncombining catagorical and numerical data before going for dimensioanl reduction"},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_clean = pd.concat([benz\_train\_int\_var\_dropped\_y,benz\_train\_cat\_LE], axis=1,)","execution\_count":1386,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_clean= benz\_train\_clean.drop([\"ID\"], axis=1) #dropping ID column it is not required for scaling or modeling","execution\_count":1387,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_clean.head()","execution\_count":1388,"outputs":[{"output\_type":"execute\_result","execution\_count":1388,"data":{"text/plain":" X10 X12 X13 X14 X15 X16 X17 X18 X19 X20 ... X384 X385 X0 X1 \\\n0 0 0 1 0 0 0 0 1 0 0 ... 0 0 32 23 \n1 0 0 0 0 0 0 0 1 0 0 ... 0 0 32 21 \n2 0 0 0 0 0 0 1 0 0 0 ... 0 0 20 24 \n3 0 0 0 0 0 0 0 0 0 0 ... 0 0 20 21 \n4 0 0 0 0 0 0 0 0 0 0 ... 0 0 20 23 \n\n X2 X3 X4 X5 X6 X8 \n0 17 0 3 24 9 14 \n1 19 4 3 28 11 14 \n2 34 2 3 27 9 23 \n3 34 5 3 27 11 4 \n4 34 5 3 12 3 13 \n\n[5 rows x 364 columns]","text/html":"

\n\n \n \n X10\n X12\n X13\n X14\n X15\n X16\n X17\n X18\n X19\n X20\n ...\n X384\n X385\n X0\n X1\n X2\n X3\n X4\n X5\n X6\n X8\n \n \n \n \n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 1\n 0\n 0\n ...\n 0\n 0\n 32\n 23\n 17\n 0\n 3\n 24\n 9\n 14\n \n \n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 1\n 0\n 0\n ...\n 0\n 0\n 32\n 21\n 19\n 4\n 3\n 28\n 11\n 14\n \n \n 2\n 0\n 0\n 0\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n ...\n 0\n 0\n 20\n 24\n 34\n 2\n 3\n 27\n 9\n 23\n \n \n 3\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 20\n 21\n 34\n 5\n 3\n 27\n 11\n 4\n \n \n 4\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 20\n 23\n 34\n 5\n 3\n 12\n 3\n 13\n \n \n\n

5 rows × 364 columns

\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_clean.shape#checking the shape befor going to scale","execution\_count":1389,"outputs":[{"output\_type":"execute\_result","execution\_count":1389,"data":{"text/plain":"(4209, 364)"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_clean.dtypes.value\_counts()","execution\_count":1472,"outputs":[{"output\_type":"execute\_result","execution\_count":1472,"data":{"text/plain":"int64 356\nint32 8\ndtype: int64"},"metadata":{}}]},{"metadata":{},"cell\_type":"markdown","source":"# Scaling the numerical data of train data"},{"metadata":{"trusted":true},"cell\_type":"code","source":"#lets scale numerical values\nfrom sklearn.preprocessing import MinMaxScaler\nmn=MinMaxScaler()","execution\_count":1391,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_clean\_mn = mn.fit\_transform(benz\_train\_clean)","execution\_count":1392,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_clean\_mn\_df =pd.DataFrame(benz\_train\_clean\_mn, columns=benz\_train\_clean.columns, index=benz\_train\_clean.index)","execution\_count":1393,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_train\_clean\_mn\_df.head()","execution\_count":1394,"outputs":[{"output\_type":"execute\_result","execution\_count":1394,"data":{"text/plain":" X10 X12 X13 X14 X15 X16 X17 X18 X19 X20 ... X384 X385 \\\n0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 ... 0.0 0.0 \n1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 ... 0.0 0.0 \n2 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 ... 0.0 0.0 \n3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ... 0.0 0.0 \n4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ... 0.0 0.0 \n\n X0 X1 X2 X3 X4 X5 X6 X8 \n0 0.695652 0.884615 0.395349 0.000000 1.0 0.857143 0.818182 0.583333 \n1 0.695652 0.807692 0.441860 0.666667 1.0 1.000000 1.000000 0.583333 \n2 0.434783 0.923077 0.790698 0.333333 1.0 0.964286 0.818182 0.958333 \n3 0.434783 0.807692 0.790698 0.833333 1.0 0.964286 1.000000 0.166667 \n4 0.434783 0.884615 0.790698 0.833333 1.0 0.428571 0.272727 0.541667 \n\n[5 rows x 364 columns]","text/html":"

\n\n \n \n X10\n X12\n X13\n X14\n X15\n X16\n X17\n X18\n X19\n X20\n ...\n X384\n X385\n X0\n X1\n X2\n X3\n X4\n X5\n X6\n X8\n \n \n \n \n 0\n 0.0\n 0.0\n 1.0\n 0.0\n 0.0\n 0.0\n 0.0\n 1.0\n 0.0\n 0.0\n ...\n 0.0\n 0.0\n 0.695652\n 0.884615\n 0.395349\n 0.000000\n 1.0\n 0.857143\n 0.818182\n 0.583333\n \n \n 1\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 1.0\n 0.0\n 0.0\n ...\n 0.0\n 0.0\n 0.695652\n 0.807692\n 0.441860\n 0.666667\n 1.0\n 1.000000\n 1.000000\n 0.583333\n \n \n 2\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 1.0\n 0.0\n 0.0\n 0.0\n ...\n 0.0\n 0.0\n 0.434783\n 0.923077\n 0.790698\n 0.333333\n 1.0\n 0.964286\n 0.818182\n 0.958333\n \n \n 3\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n ...\n 0.0\n 0.0\n 0.434783\n 0.807692\n 0.790698\n 0.833333\n 1.0\n 0.964286\n 1.000000\n 0.166667\n \n \n 4\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n ...\n 0.0\n 0.0\n 0.434783\n 0.884615\n 0.790698\n 0.833333\n 1.0\n 0.428571\n 0.272727\n 0.541667\n \n \n\n

5 rows × 364 columns

\n

"},"metadata":{}}]},{"metadata":{},"cell\_type":"markdown","source":"# Start cleaning the test data"},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test =pd.read\_csv(\"D:\\\\Simplilearn\\\\ML\\\\Benz\\\\test.csv\")","execution\_count":1395,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test.head()","execution\_count":1396,"outputs":[{"output\_type":"execute\_result","execution\_count":1396,"data":{"text/plain":" ID X0 X1 X2 X3 X4 X5 X6 X8 X10 ... X375 X376 X377 X378 X379 X380 \\\n0 1 az v n f d t a w 0 ... 0 0 0 1 0 0 \n1 2 t b ai a d b g y 0 ... 0 0 1 0 0 0 \n2 3 az v as f d a j j 0 ... 0 0 0 1 0 0 \n3 4 az l n f d z l n 0 ... 0 0 0 1 0 0 \n4 5 w s as c d y i m 0 ... 1 0 0 0 0 0 \n\n X382 X383 X384 X385 \n0 0 0 0 0 \n1 0 0 0 0 \n2 0 0 0 0 \n3 0 0 0 0 \n4 0 0 0 0 \n\n[5 rows x 377 columns]","text/html":"

\n\n \n \n ID\n X0\n X1\n X2\n X3\n X4\n X5\n X6\n X8\n X10\n ...\n X375\n X376\n X377\n X378\n X379\n X380\n X382\n X383\n X384\n X385\n \n \n \n \n 0\n 1\n az\n v\n n\n f\n d\n t\n a\n w\n 0\n ...\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 1\n 2\n t\n b\n ai\n a\n d\n b\n g\n y\n 0\n ...\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 2\n 3\n az\n v\n as\n f\n d\n a\n j\n j\n 0\n ...\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 3\n 4\n az\n l\n n\n f\n d\n z\n l\n n\n 0\n ...\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 4\n 5\n w\n s\n as\n c\n d\n y\n i\n m\n 0\n ...\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n\n

5 rows × 377 columns

\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test.dtypes.value\_counts()","execution\_count":1397,"outputs":[{"output\_type":"execute\_result","execution\_count":1397,"data":{"text/plain":"int64 369\nobject 8\ndtype: int64"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test.isnull().any().sum() #no null values in test data too ","execution\_count":1398,"outputs":[{"output\_type":"execute\_result","execution\_count":1398,"data":{"text/plain":"0"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"#likewise train data seperate the cat and num data\nbenz\_test\_cat = benz\_test.select\_dtypes(exclude=[\"float64\",\"int64\"])\nbenz\_test\_cat.head()","execution\_count":1399,"outputs":[{"output\_type":"execute\_result","execution\_count":1399,"data":{"text/plain":" X0 X1 X2 X3 X4 X5 X6 X8\n0 az v n f d t a w\n1 t b ai a d b g y\n2 az v as f d a j j\n3 az l n f d z l n\n4 w s as c d y i m","text/html":"

\n\n \n \n X0\n X1\n X2\n X3\n X4\n X5\n X6\n X8\n \n \n \n \n 0\n az\n v\n n\n f\n d\n t\n a\n w\n \n \n 1\n t\n b\n ai\n a\n d\n b\n g\n y\n \n \n 2\n az\n v\n as\n f\n d\n a\n j\n j\n \n \n 3\n az\n l\n n\n f\n d\n z\n l\n n\n \n \n 4\n w\n s\n as\n c\n d\n y\n i\n m\n \n \n\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test\_int = benz\_test.select\_dtypes(include=[\"float64\",\"int64\"])\nbenz\_test\_int.head()","execution\_count":1400,"outputs":[{"output\_type":"execute\_result","execution\_count":1400,"data":{"text/plain":" ID X10 X11 X12 X13 X14 X15 X16 X17 X18 ... X375 X376 X377 \\\n0 1 0 0 0 0 0 0 0 0 0 ... 0 0 0 \n1 2 0 0 0 0 0 0 0 0 0 ... 0 0 1 \n2 3 0 0 0 0 1 0 0 0 0 ... 0 0 0 \n3 4 0 0 0 0 0 0 0 0 0 ... 0 0 0 \n4 5 0 0 0 0 1 0 0 0 0 ... 1 0 0 \n\n X378 X379 X380 X382 X383 X384 X385 \n0 1 0 0 0 0 0 0 \n1 0 0 0 0 0 0 0 \n2 1 0 0 0 0 0 0 \n3 1 0 0 0 0 0 0 \n4 0 0 0 0 0 0 0 \n\n[5 rows x 369 columns]","text/html":"

\n\n \n \n ID\n X10\n X11\n X12\n X13\n X14\n X15\n X16\n X17\n X18\n ...\n X375\n X376\n X377\n X378\n X379\n X380\n X382\n X383\n X384\n X385\n \n \n \n \n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 1\n 2\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 2\n 3\n 0\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 3\n 4\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 4\n 5\n 0\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n ...\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n\n

5 rows × 369 columns

\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"# In test dataset, remove the same features of train dataset having 0 variance.\nbenz\_test\_int\_var= benz\_test\_int.drop(columns=['X11', 'X93', 'X107','X233', 'X235', 'X268', 'X289', 'X290', 'X293','X297','X330','X347'])","execution\_count":1401,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"#here on test data we will not perform Dropping the columns with variance is == 0, because it is test data\n#So we will be drooping the same columns which had 0 variance in train data","execution\_count":1402,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test\_int\_var.head()","execution\_count":1403,"outputs":[{"output\_type":"execute\_result","execution\_count":1403,"data":{"text/plain":" ID X10 X12 X13 X14 X15 X16 X17 X18 X19 ... X375 X376 X377 \\\n0 1 0 0 0 0 0 0 0 0 0 ... 0 0 0 \n1 2 0 0 0 0 0 0 0 0 1 ... 0 0 1 \n2 3 0 0 0 1 0 0 0 0 0 ... 0 0 0 \n3 4 0 0 0 0 0 0 0 0 0 ... 0 0 0 \n4 5 0 0 0 1 0 0 0 0 0 ... 1 0 0 \n\n X378 X379 X380 X382 X383 X384 X385 \n0 1 0 0 0 0 0 0 \n1 0 0 0 0 0 0 0 \n2 1 0 0 0 0 0 0 \n3 1 0 0 0 0 0 0 \n4 0 0 0 0 0 0 0 \n\n[5 rows x 357 columns]","text/html":"

\n\n \n \n ID\n X10\n X12\n X13\n X14\n X15\n X16\n X17\n X18\n X19\n ...\n X375\n X376\n X377\n X378\n X379\n X380\n X382\n X383\n X384\n X385\n \n \n \n \n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 1\n 2\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 1\n ...\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 2\n 3\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 3\n 4\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n 4\n 5\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n ...\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n \n \n\n

5 rows × 357 columns

\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"#Label encoder for cat data\nbenz\_test\_cat.head()","execution\_count":1404,"outputs":[{"output\_type":"execute\_result","execution\_count":1404,"data":{"text/plain":" X0 X1 X2 X3 X4 X5 X6 X8\n0 az v n f d t a w\n1 t b ai a d b g y\n2 az v as f d a j j\n3 az l n f d z l n\n4 w s as c d y i m","text/html":"

\n\n \n \n X0\n X1\n X2\n X3\n X4\n X5\n X6\n X8\n \n \n \n \n 0\n az\n v\n n\n f\n d\n t\n a\n w\n \n \n 1\n t\n b\n ai\n a\n d\n b\n g\n y\n \n \n 2\n az\n v\n as\n f\n d\n a\n j\n j\n \n \n 3\n az\n l\n n\n f\n d\n z\n l\n n\n \n \n 4\n w\n s\n as\n c\n d\n y\n i\n m\n \n \n\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test\_cat\_LE = benz\_test\_cat.apply(LabelEncoder().fit\_transform)","execution\_count":1405,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test\_cat\_LE.head()","execution\_count":1406,"outputs":[{"output\_type":"execute\_result","execution\_count":1406,"data":{"text/plain":" X0 X1 X2 X3 X4 X5 X6 X8\n0 21 23 34 5 3 26 0 22\n1 42 3 8 0 3 9 6 24\n2 21 23 17 5 3 0 9 9\n3 21 13 34 5 3 31 11 13\n4 45 20 17 2 3 30 8 12","text/html":"

\n\n \n \n X0\n X1\n X2\n X3\n X4\n X5\n X6\n X8\n \n \n \n \n 0\n 21\n 23\n 34\n 5\n 3\n 26\n 0\n 22\n \n \n 1\n 42\n 3\n 8\n 0\n 3\n 9\n 6\n 24\n \n \n 2\n 21\n 23\n 17\n 5\n 3\n 0\n 9\n 9\n \n \n 3\n 21\n 13\n 34\n 5\n 3\n 31\n 11\n 13\n \n \n 4\n 45\n 20\n 17\n 2\n 3\n 30\n 8\n 12\n \n \n\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test\_clean = pd.concat([benz\_test\_int\_var,benz\_test\_cat\_LE], axis=1,)","execution\_count":1407,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test\_clean.head()","execution\_count":1408,"outputs":[{"output\_type":"execute\_result","execution\_count":1408,"data":{"text/plain":" ID X10 X12 X13 X14 X15 X16 X17 X18 X19 ... X384 X385 X0 X1 \\\n0 1 0 0 0 0 0 0 0 0 0 ... 0 0 21 23 \n1 2 0 0 0 0 0 0 0 0 1 ... 0 0 42 3 \n2 3 0 0 0 1 0 0 0 0 0 ... 0 0 21 23 \n3 4 0 0 0 0 0 0 0 0 0 ... 0 0 21 13 \n4 5 0 0 0 1 0 0 0 0 0 ... 0 0 45 20 \n\n X2 X3 X4 X5 X6 X8 \n0 34 5 3 26 0 22 \n1 8 0 3 9 6 24 \n2 17 5 3 0 9 9 \n3 34 5 3 31 11 13 \n4 17 2 3 30 8 12 \n\n[5 rows x 365 columns]","text/html":"

\n\n \n \n ID\n X10\n X12\n X13\n X14\n X15\n X16\n X17\n X18\n X19\n ...\n X384\n X385\n X0\n X1\n X2\n X3\n X4\n X5\n X6\n X8\n \n \n \n \n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 21\n 23\n 34\n 5\n 3\n 26\n 0\n 22\n \n \n 1\n 2\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 1\n ...\n 0\n 0\n 42\n 3\n 8\n 0\n 3\n 9\n 6\n 24\n \n \n 2\n 3\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 21\n 23\n 17\n 5\n 3\n 0\n 9\n 9\n \n \n 3\n 4\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 21\n 13\n 34\n 5\n 3\n 31\n 11\n 13\n \n \n 4\n 5\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 45\n 20\n 17\n 2\n 3\n 30\n 8\n 12\n \n \n\n

5 rows × 365 columns

\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test\_ID = benz\_test\_clean[\"ID\"] #drop ID from test data as well and assign it to new variable","execution\_count":1409,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test\_clean = benz\_test\_clean.drop([\"ID\"], axis=1)","execution\_count":1410,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test\_clean.dtypes.value\_counts()","execution\_count":1411,"outputs":[{"output\_type":"execute\_result","execution\_count":1411,"data":{"text/plain":"int64 356\nint32 8\ndtype: int64"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test\_clean.head()","execution\_count":1412,"outputs":[{"output\_type":"execute\_result","execution\_count":1412,"data":{"text/plain":" X10 X12 X13 X14 X15 X16 X17 X18 X19 X20 ... X384 X385 X0 X1 \\\n0 0 0 0 0 0 0 0 0 0 0 ... 0 0 21 23 \n1 0 0 0 0 0 0 0 0 1 0 ... 0 0 42 3 \n2 0 0 0 1 0 0 0 0 0 0 ... 0 0 21 23 \n3 0 0 0 0 0 0 0 0 0 0 ... 0 0 21 13 \n4 0 0 0 1 0 0 0 0 0 0 ... 0 0 45 20 \n\n X2 X3 X4 X5 X6 X8 \n0 34 5 3 26 0 22 \n1 8 0 3 9 6 24 \n2 17 5 3 0 9 9 \n3 34 5 3 31 11 13 \n4 17 2 3 30 8 12 \n\n[5 rows x 364 columns]","text/html":"

\n\n \n \n X10\n X12\n X13\n X14\n X15\n X16\n X17\n X18\n X19\n X20\n ...\n X384\n X385\n X0\n X1\n X2\n X3\n X4\n X5\n X6\n X8\n \n \n \n \n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 21\n 23\n 34\n 5\n 3\n 26\n 0\n 22\n \n \n 1\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 1\n 0\n ...\n 0\n 0\n 42\n 3\n 8\n 0\n 3\n 9\n 6\n 24\n \n \n 2\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 21\n 23\n 17\n 5\n 3\n 0\n 9\n 9\n \n \n 3\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 21\n 13\n 34\n 5\n 3\n 31\n 11\n 13\n \n \n 4\n 0\n 0\n 0\n 1\n 0\n 0\n 0\n 0\n 0\n 0\n ...\n 0\n 0\n 45\n 20\n 17\n 2\n 3\n 30\n 8\n 12\n \n \n\n

5 rows × 364 columns

\n

"},"metadata":{}}]},{"metadata":{},"cell\_type":"markdown","source":"# Scaling the Test data: Min Max scaler"},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test\_clean\_mn = mn.fit\_transform(benz\_test\_clean) #scaling using MinMax scaler on test data","execution\_count":1413,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test\_clean\_mn\_df =pd.DataFrame(benz\_test\_clean\_mn, columns=benz\_test\_clean.columns, index=benz\_test\_clean.index)","execution\_count":1414,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test\_clean\_mn\_df.head()","execution\_count":1415,"outputs":[{"output\_type":"execute\_result","execution\_count":1415,"data":{"text/plain":" X10 X12 X13 X14 X15 X16 X17 X18 X19 X20 ... X384 X385 X0 \\\n0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ... 0.0 0.0 0.4375 \n1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 ... 0.0 0.0 0.8750 \n2 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 ... 0.0 0.0 0.4375 \n3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ... 0.0 0.0 0.4375 \n4 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 ... 0.0 0.0 0.9375 \n\n X1 X2 X3 X4 X5 X6 X8 \n0 0.884615 0.772727 0.833333 1.0 0.838710 0.000000 0.916667 \n1 0.115385 0.181818 0.000000 1.0 0.290323 0.545455 1.000000 \n2 0.884615 0.386364 0.833333 1.0 0.000000 0.818182 0.375000 \n3 0.500000 0.772727 0.833333 1.0 1.000000 1.000000 0.541667 \n4 0.769231 0.386364 0.333333 1.0 0.967742 0.727273 0.500000 \n\n[5 rows x 364 columns]","text/html":"

\n\n \n \n X10\n X12\n X13\n X14\n X15\n X16\n X17\n X18\n X19\n X20\n ...\n X384\n X385\n X0\n X1\n X2\n X3\n X4\n X5\n X6\n X8\n \n \n \n \n 0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n ...\n 0.0\n 0.0\n 0.4375\n 0.884615\n 0.772727\n 0.833333\n 1.0\n 0.838710\n 0.000000\n 0.916667\n \n \n 1\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 1.0\n 0.0\n ...\n 0.0\n 0.0\n 0.8750\n 0.115385\n 0.181818\n 0.000000\n 1.0\n 0.290323\n 0.545455\n 1.000000\n \n \n 2\n 0.0\n 0.0\n 0.0\n 1.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n ...\n 0.0\n 0.0\n 0.4375\n 0.884615\n 0.386364\n 0.833333\n 1.0\n 0.000000\n 0.818182\n 0.375000\n \n \n 3\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n ...\n 0.0\n 0.0\n 0.4375\n 0.500000\n 0.772727\n 0.833333\n 1.0\n 1.000000\n 1.000000\n 0.541667\n \n \n 4\n 0.0\n 0.0\n 0.0\n 1.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n 0.0\n ...\n 0.0\n 0.0\n 0.9375\n 0.769231\n 0.386364\n 0.333333\n 1.0\n 0.967742\n 0.727273\n 0.500000\n \n \n\n

5 rows × 364 columns

\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test\_clean\_mn\_df.shape","execution\_count":1416,"outputs":[{"output\_type":"execute\_result","execution\_count":1416,"data":{"text/plain":"(4209, 364)"},"metadata":{}}]},{"metadata":{},"cell\_type":"markdown","source":"# PCA- Dimensional Reduction using PCA"},{"metadata":{"trusted":true},"cell\_type":"code","source":"from sklearn.decomposition import PCA\npca = PCA()\npca\_benz\_train\_clean\_mn\_df = pca.fit\_transform(benz\_train\_clean\_mn\_df)","execution\_count":1417,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"pca\_transform\_test\_90 = pca\_90.transform(benz\_test\_clean\_mn\_df)","execution\_count":1418,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"explained\_variance = pca.explained\_variance\_ratio\_\n#print(explained\_variance)","execution\_count":1419,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"explained\_variance.sum()","execution\_count":1420,"outputs":[{"output\_type":"execute\_result","execution\_count":1420,"data":{"text/plain":"1.0"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"per\_var = pd.DataFrame(np.round(pca.explained\_variance\_ratio\_ \* 100, decimals=3))\nlabels = ['PC' + str(x) for x in range(1, len(per\_var)+1)]","execution\_count":1421,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"per\_var.sum()","execution\_count":1422,"outputs":[{"output\_type":"execute\_result","execution\_count":1422,"data":{"text/plain":"0 100.001\ndtype: float64"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"per\_var.head(10)","execution\_count":1423,"outputs":[{"output\_type":"execute\_result","execution\_count":1423,"data":{"text/plain":" 0\n0 12.972\n1 8.752\n2 8.519\n3 6.748\n4 5.638\n5 4.696\n6 3.763\n7 3.240\n8 2.779\n9 2.475","text/html":"

\n\n \n \n 0\n \n \n \n \n 0\n 12.972\n \n \n 1\n 8.752\n \n \n 2\n 8.519\n \n \n 3\n 6.748\n \n \n 4\n 5.638\n \n \n 5\n 4.696\n \n \n 6\n 3.763\n \n \n 7\n 3.240\n \n \n 8\n 2.779\n \n \n 9\n 2.475\n \n \n\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"per\_var.head(50).sum() #to get 90% accuracy we need to consider first 50 columns- later we can change it accordingly","execution\_count":1424,"outputs":[{"output\_type":"execute\_result","execution\_count":1424,"data":{"text/plain":"0 90.116\ndtype: float64"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"pca\_90 = PCA(0.9) #passing the parameters that 90% accuracy needed\npca\_fit\_90 = pca\_90.fit\_transform(benz\_train\_clean\_mn\_df)","execution\_count":1425,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"per\_var\_90 = np.round(pca\_90.explained\_variance\_ratio\_ \* 100, decimals=2)","execution\_count":1426,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"np.cumsum(per\_var\_90)\n#out of 364 columns we are considering 50 columns","execution\_count":1427,"outputs":[{"output\_type":"execute\_result","execution\_count":1427,"data":{"text/plain":"array([12.97, 21.72, 30.24, 36.99, 42.63, 47.33, 51.09, 54.33, 57.11,\n 59.58, 61.89, 63.84, 65.54, 67.17, 68.69, 70.15, 71.53, 72.74,\n 73.77, 74.78, 75.74, 76.63, 77.51, 78.34, 79.13, 79.89, 80.61,\n 81.26, 81.9 , 82.47, 83. , 83.51, 83.99, 84.45, 84.89, 85.31,\n 85.73, 86.13, 86.53, 86.91, 87.27, 87.61, 87.95, 88.29, 88.62,\n 88.93, 89.24, 89.54, 89.83, 90.11])"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"print(len(pca\_fit\_90[0]))","execution\_count":1428,"outputs":[{"output\_type":"stream","text":"50\n","name":"stdout"}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"labels = ['PC' + str(x) for x in range(1, len(per\_var\_90)+1)]","execution\_count":1429,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"import matplotlib.pyplot as plt\nplt.figure(figsize=(25,10))\nplt.bar(x=range(1, len(per\_var\_90)+1),height= per\_var\_90,tick\_label=labels)\nplt.ylabel(\"Percentage of Variance Explained\")\nplt.xlabel(\"Principal Components\")\nplt.title('Scree Plot')\nplt.show()","execution\_count":1430,"outputs":[{"output\_type":"display\_data","data":{"text/plain":"","image/png":"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\n"},"metadata":{"needs\_background":"light"}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"pca\_90\_df = pd.DataFrame(pca\_fit\_90,columns=labels )","execution\_count":1431,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"pca\_90\_df.head()","execution\_count":1432,"outputs":[{"output\_type":"execute\_result","execution\_count":1432,"data":{"text/plain":" PC1 PC2 PC3 PC4 PC5 PC6 PC7 \\\n0 0.682272 2.217390 1.233625 0.885738 1.401423 0.054226 0.654869 \n1 -0.279051 1.164201 -0.764263 -0.660639 0.237862 0.066811 1.237312 \n2 -1.018083 2.979512 0.558557 2.540751 -0.926713 3.282629 -0.940275 \n3 -0.658559 2.545045 -0.425408 2.997377 -1.681631 3.134973 0.074150 \n4 -0.652313 2.370739 -0.583703 3.194208 -1.999394 3.167654 -0.143355 \n\n PC8 PC9 PC10 ... PC41 PC42 PC43 PC44 \\\n0 -0.937416 0.192658 -0.678833 ... -0.301784 0.082351 0.376096 -0.123603 \n1 -0.530352 -0.108645 0.499650 ... -0.090422 0.155252 0.025554 0.148211 \n2 0.557085 -0.926063 -0.108851 ... 0.392666 0.341743 0.352159 -0.072961 \n3 0.083995 -1.072810 0.243721 ... -0.630611 -0.219829 -0.070023 -0.619896 \n4 0.229284 -1.754722 -0.355889 ... -0.003493 -0.434347 0.188307 -0.517897 \n\n PC45 PC46 PC47 PC48 PC49 PC50 \n0 1.037195 0.282469 -0.741828 -0.503630 -1.131286 -0.650869 \n1 0.105227 -0.089335 -0.013777 0.042125 -0.106445 0.008773 \n2 -0.213758 0.100651 -0.554772 -0.251824 -0.499742 -0.178818 \n3 -0.260746 -0.028494 0.051949 0.077641 0.366246 -0.427390 \n4 0.024977 -0.098782 0.116541 0.084835 0.035156 -0.312985 \n\n[5 rows x 50 columns]","text/html":"

\n\n \n \n PC1\n PC2\n PC3\n PC4\n PC5\n PC6\n PC7\n PC8\n PC9\n PC10\n ...\n PC41\n PC42\n PC43\n PC44\n PC45\n PC46\n PC47\n PC48\n PC49\n PC50\n \n \n \n \n 0\n 0.682272\n 2.217390\n 1.233625\n 0.885738\n 1.401423\n 0.054226\n 0.654869\n -0.937416\n 0.192658\n -0.678833\n ...\n -0.301784\n 0.082351\n 0.376096\n -0.123603\n 1.037195\n 0.282469\n -0.741828\n -0.503630\n -1.131286\n -0.650869\n \n \n 1\n -0.279051\n 1.164201\n -0.764263\n -0.660639\n 0.237862\n 0.066811\n 1.237312\n -0.530352\n -0.108645\n 0.499650\n ...\n -0.090422\n 0.155252\n 0.025554\n 0.148211\n 0.105227\n -0.089335\n -0.013777\n 0.042125\n -0.106445\n 0.008773\n \n \n 2\n -1.018083\n 2.979512\n 0.558557\n 2.540751\n -0.926713\n 3.282629\n -0.940275\n 0.557085\n -0.926063\n -0.108851\n ...\n 0.392666\n 0.341743\n 0.352159\n -0.072961\n -0.213758\n 0.100651\n -0.554772\n -0.251824\n -0.499742\n -0.178818\n \n \n 3\n -0.658559\n 2.545045\n -0.425408\n 2.997377\n -1.681631\n 3.134973\n 0.074150\n 0.083995\n -1.072810\n 0.243721\n ...\n -0.630611\n -0.219829\n -0.070023\n -0.619896\n -0.260746\n -0.028494\n 0.051949\n 0.077641\n 0.366246\n -0.427390\n \n \n 4\n -0.652313\n 2.370739\n -0.583703\n 3.194208\n -1.999394\n 3.167654\n -0.143355\n 0.229284\n -1.754722\n -0.355889\n ...\n -0.003493\n -0.434347\n 0.188307\n -0.517897\n 0.024977\n -0.098782\n 0.116541\n 0.084835\n 0.035156\n -0.312985\n \n \n\n

5 rows × 50 columns

\n

"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"pca\_90\_df.shape","execution\_count":1433,"outputs":[{"output\_type":"execute\_result","execution\_count":1433,"data":{"text/plain":"(4209, 50)"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"!pip install xgboost #installing Xgboost","execution\_count":1434,"outputs":[{"output\_type":"stream","text":"Requirement already satisfied: xgboost in c:\\programdata\\anaconda3\\lib\\site-packages (1.4.2)\nRequirement already satisfied: scipy in c:\\programdata\\anaconda3\\lib\\site-packages (from xgboost) (1.6.2)\nRequirement already satisfied: numpy in c:\\programdata\\anaconda3\\lib\\site-packages (from xgboost) (1.20.1)\n","name":"stdout"}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"# import the required libraries\nimport xgboost as xgb\nfrom sklearn.model\_selection import cross\_val\_score,cross\_val\_predict\nfrom xgboost import XGBRegressor\nfrom sklearn.model\_selection import RandomizedSearchCV","execution\_count":1435,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"XGBRegressor()","execution\_count":1437,"outputs":[{"output\_type":"execute\_result","execution\_count":1437,"data":{"text/plain":"XGBRegressor(base\_score=None, booster=None, colsample\_bylevel=None,\n colsample\_bynode=None, colsample\_bytree=None, gamma=None,\n gpu\_id=None, importance\_type='gain', interaction\_constraints=None,\n learning\_rate=None, max\_delta\_step=None, max\_depth=None,\n min\_child\_weight=None, missing=nan, monotone\_constraints=None,\n n\_estimators=100, n\_jobs=None, num\_parallel\_tree=None,\n random\_state=None, reg\_alpha=None, reg\_lambda=None,\n scale\_pos\_weight=None, subsample=None, tree\_method=None,\n validate\_parameters=None, verbosity=None)"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"#from skitlearn site we gathered the range where the best parameters lies in\nparams={ 'learning\_rate' : [0.01,0.05,0.1,1] ,\n 'max\_depth' : [2,3,5,10],\n 'min\_child\_weight': [ 0, 1, 3],\n 'n\_estimators' : [100,150,200,500],\n 'gamma' : [1e-2,1e-3,0,0.1,0.01,0.5,1],\n 'colsample\_bytree': [0.1,0.5,0.7,1],\n 'subsample' : [0.2,0.3,0.5,1],\n 'reg\_lambda' : [0,1,10],\n 'reg\_alpha' : [1e-5,1e-3,1e-1,1,1e1]}","execution\_count":1438,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"xgb\_reg = xgb.XGBRegressor()","execution\_count":1439,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"Random\_Search=RandomizedSearchCV(xgb\_reg,params,cv=10, scoring='r2', return\_train\_score=True, n\_jobs=-1,verbose=1) ","execution\_count":1440,"outputs":[]},{"metadata":{},"cell\_type":"raw","source":"(base\_score=0.5, booster='gbtree', colsample\_bylevel=1,\n colsample\_bynode=1, colsample\_bytree=0.5, gamma=0.01, gpu\_id=-1,\n importance\_type='gain', interaction\_constraints='',\n learning\_rate=0.1, max\_delta\_step=0, max\_depth=2,\n min\_child\_weight=3, missing=None, monotone\_constraints='()',\n n\_estimators=500, n\_jobs=2, num\_parallel\_tree=1, random\_state=0,\n reg\_alpha=0.1, reg\_lambda=10, scale\_pos\_weight=1, subsample=0.5,\n tree\_method='exact', validate\_parameters=1, verbosity=None)"},{"metadata":{"trusted":true},"cell\_type":"code","source":"Random\_Search.fit(pca\_fit\_90,train\_y)","execution\_count":1441,"outputs":[{"output\_type":"stream","text":"Fitting 10 folds for each of 10 candidates, totalling 100 fits\n","name":"stdout"},{"output\_type":"execute\_result","execution\_count":1441,"data":{"text/plain":"RandomizedSearchCV(cv=10,\n estimator=XGBRegressor(base\_score=None, booster=None,\n colsample\_bylevel=None,\n colsample\_bynode=None,\n colsample\_bytree=None, gamma=None,\n gpu\_id=None, importance\_type='gain',\n interaction\_constraints=None,\n learning\_rate=None,\n max\_delta\_step=None, max\_depth=None,\n min\_child\_weight=None, missing=nan,\n monotone\_constraints=None,\n n\_estimators=100,...\n n\_jobs=-1,\n param\_distributions={'colsample\_bytree': [0.1, 0.5, 0.7, 1],\n 'gamma': [0.01, 0.001, 0, 0.1, 0.01,\n 0.5, 1],\n 'learning\_rate': [0.01, 0.05, 0.1, 1],\n 'max\_depth': [2, 3, 5, 10],\n 'min\_child\_weight': [0, 1, 3],\n 'n\_estimators': [100, 150, 200, 500],\n 'reg\_alpha': [1e-05, 0.001, 0.1, 1,\n 10.0],\n 'reg\_lambda': [0, 1, 10],\n 'subsample': [0.2, 0.3, 0.5, 1]},\n return\_train\_score=True, scoring='r2', verbose=1)"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"Random\_Search.best\_params\_ #best parameters from random search ","execution\_count":1442,"outputs":[{"output\_type":"execute\_result","execution\_count":1442,"data":{"text/plain":"{'subsample': 0.5,\n 'reg\_lambda': 0,\n 'reg\_alpha': 10.0,\n 'n\_estimators': 200,\n 'min\_child\_weight': 1,\n 'max\_depth': 2,\n 'learning\_rate': 0.1,\n 'gamma': 0.5,\n 'colsample\_bytree': 1}"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"Random\_Search.best\_estimator\_ #best estimators from random search ","execution\_count":1443,"outputs":[{"output\_type":"execute\_result","execution\_count":1443,"data":{"text/plain":"XGBRegressor(base\_score=0.5, booster='gbtree', colsample\_bylevel=1,\n colsample\_bynode=1, colsample\_bytree=1, gamma=0.5, gpu\_id=-1,\n importance\_type='gain', interaction\_constraints='',\n learning\_rate=0.1, max\_delta\_step=0, max\_depth=2,\n min\_child\_weight=1, missing=nan, monotone\_constraints='()',\n n\_estimators=200, n\_jobs=8, num\_parallel\_tree=1, random\_state=0,\n reg\_alpha=10.0, reg\_lambda=0, scale\_pos\_weight=1, subsample=0.5,\n tree\_method='exact', validate\_parameters=1, verbosity=None)"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"# Instantiate the XGBoost classifier with the best estimators and parameters\nxgb\_reg=XGBRegressor(base\_score=0.5, booster='gbtree', colsample\_bylevel=1,\n colsample\_bynode=1, colsample\_bytree=0.5, gamma=0.01, gpu\_id=-1,\n importance\_type='gain', interaction\_constraints='',\n learning\_rate=0.1, max\_delta\_step=0, max\_depth=2,\n min\_child\_weight=3, monotone\_constraints='()',\n n\_estimators=500, n\_jobs=2, num\_parallel\_tree=1, random\_state=0,\n reg\_alpha=0.1, reg\_lambda=10, scale\_pos\_weight=1, subsample=0.5,\n tree\_method='exact', validate\_parameters=1, verbosity=None)","execution\_count":1461,"outputs":[]},{"metadata":{},"cell\_type":"raw","source":"r2\_Score = cross\_val\_score(xgb\_reg,pca\_fit\_90,train\_y,scoring='r2',cv=10)"},{"metadata":{"trusted":true},"cell\_type":"code","source":"r2\_Score","execution\_count":1462,"outputs":[{"output\_type":"execute\_result","execution\_count":1462,"data":{"text/plain":"array([0.59189747, 0.5571714 , 0.46061637, 0.60394419, 0.61082587,\n 0.56740745, 0.41728968, 0.58178231, 0.59871083, 0.60498835])"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"round(r2\_Score.mean(),2) #r-square is between 50-100 % so it is okay to move on with the model","execution\_count":1463,"outputs":[{"output\_type":"execute\_result","execution\_count":1463,"data":{"text/plain":"0.56"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"This means the model explains 56% variability of the target variable (y)(time) around its mean.","execution\_count":null,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"xgb\_reg.fit(pca\_fit\_90,train\_y)","execution\_count":1464,"outputs":[{"output\_type":"execute\_result","execution\_count":1464,"data":{"text/plain":"XGBRegressor(base\_score=0.5, booster='gbtree', colsample\_bylevel=1,\n colsample\_bynode=1, colsample\_bytree=0.5, gamma=0.01, gpu\_id=-1,\n importance\_type='gain', interaction\_constraints='',\n learning\_rate=0.1, max\_delta\_step=0, max\_depth=2,\n min\_child\_weight=3, missing=nan, monotone\_constraints='()',\n n\_estimators=500, n\_jobs=2, num\_parallel\_tree=1, random\_state=0,\n reg\_alpha=0.1, reg\_lambda=10, scale\_pos\_weight=1, subsample=0.5,\n tree\_method='exact', validate\_parameters=1, verbosity=None)"},"metadata":{}}]},{"metadata":{},"cell\_type":"markdown","source":"# Passing the test data for predection"},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test\_pred=xgb\_reg.predict(pca\_transform\_test\_90)","execution\_count":1466,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"benz\_test\_pred","execution\_count":1467,"outputs":[{"output\_type":"execute\_result","execution\_count":1467,"data":{"text/plain":"array([ 78.87767, 93.90811, 78.36242, ..., 92.9734 , 106.48379,\n 90.44 ], dtype=float32)"},"metadata":{}}]},{"metadata":{"trusted":true},"cell\_type":"code","source":"# print the predicted value (time) in the form of table\ndf\_test\_pred = pd.DataFrame({'ID': benz\_test\_ID, 'y': benz\_test\_pred})","execution\_count":1468,"outputs":[]},{"metadata":{"trusted":true},"cell\_type":"code","source":"# Print the first 10 predicted values\ndf\_test\_pred.head(10)","execution\_count":1470,"outputs":[{"output\_type":"execute\_result","execution\_count":1470,"data":{"text/plain":" ID y\n0 1 78.877670\n1 2 93.908112\n2 3 78.362419\n3 4 78.691818\n4 5 109.884758\n5 8 92.630020\n6 10 109.781242\n7 11 96.902756\n8 12 110.645546\n9 14 91.780350","text/html":"

\n\n \n \n ID\n y\n \n \n \n \n 0\n 1\n 78.877670\n \n \n 1\n 2\n 93.908112\n \n \n 2\n 3\n 78.362419\n \n \n 3\n 4\n 78.691818\n \n \n 4\n 5\n 109.884758\n \n \n 5\n 8\n 92.630020\n \n \n 6\n 10\n 109.781242\n \n \n 7\n 11\n 96.902756\n \n \n 8\n 12\n 110.645546\n \n \n 9\n 14\n 91.780350\n \n \n\n

"},"metadata":{}}]},{"metadata":{},"cell\_type":"markdown","source":"# Thank you"},{"metadata":{"trusted":true},"cell\_type":"code","source":"","execution\_count":null,"outputs":[]}]